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1.0 INTRODUCTION

The potential effect of the proposed removal of the George Massey Tunnel (Tunnel) on the hydrodynamics and the

behaviour of the salt wedge in the Fraser River was evaluated using the proprietary three-dimensional

hydrodynamic model, H3D.

Two cases were examined in this study: 1) the existing case with the Tunnel in place, and 2) the case without the

Tunnel. The top of the Tunnel is at a depth approximately 12-13 m below geodetic datum and is slightly proud of

the surrounding river bottom in the deepest part of the channel (Figure 1.1). For these simulations, it is assumed

that after the Tunnel is removed or decommissioned, the river bathymetry will return to its natural configuration.

Figure 1.2 shows the smoothed bathymetry in the river without the Tunnel, used as the initial case for modelling.

Figure 1.1: Existing Bathymetry near the George Massey Tunnel



Figure 1.2: “Smoothed” Bathymetry without the Massey Tunnel

The lower reach of the Fraser River is an estuary with outflowing fresh river water on top of the saltier water intruding

from the Strait of Georgia at the bottom, thereby forming a salt wedge. The behaviour of the salt wedge strongly

depends on the tide and river flow: the salt wedge advances and retreats daily in accordance with the daily tidal

pattern, while the seasonally-varying upstream extent of the salt wedge excursion depends on the flow rate in the

Fraser River. Tidal characteristics in the river are that at high water, currents in the river are generally small, and

become directed in the downstream direction as the water level falls, forming an ebb tide condition. Outflow

velocities reach their peak values somewhat before low water, then start to decrease and then change to an up-

river, flooding state on the rising tide.

During an ebbing tide, velocities in the river increases until about the time of low water, pushing the salt wedge

downstream, and out of the river during high flows. On the other hand, during a flood tide the velocity changes to

an upstream flow, offering less resistance to the upstream advancement the salt wedge, thereby allowing the salt

wedge to migrate upstream. During the freshet period, the salt wedge retreats offshore of Sand Heads on the ebb

tide and advances just past Steveston Island on the flood tide; whereas in the low flow period, it retreats to Steveston

Island on the ebb tide, but can advance as far as Annacis Island (Thomson, 1981) on the flood tide.

The main interest regarding the salt wedge as identified by stakeholders is that removal of the Tunnel and the

subsequent change of the bathymetry in the vicinity of the Tunnel alignment could provide an easier pathway for

the salt wedge to migrate upstream, especially during low flow periods, and thereby reduce the period of time when

low-salinity water is available for irrigation purposes. At present, the water intake of greatest interest, located just

upstream of Tilbury Island, withdraws water from the Fraser River to supply nearby farmlands for agriculture and

harvesting purposes, but only operates in the time windows during which the salt wedge is located sufficiently

downstream from the intake location that the water being withdrawn meets an appropriate salinity criterion. Salinity



sensitivity in crops, expressed in terms of conductivity, starts at approximately 700 microsiemens per centimeter,

or 700 S/cm and the salinity sensor at the No.6 Road pump station was set at 500 S/cm (from an article by

Matthew Burrows). Water with salinity higher than the criterion value has the potential to cause damage to

agricultural products and soil where it is applicable. In this study, the conductivity criterion value of 400 S/cm (0.34

parts per thousand (ppt) salinity) is used which is the threshold value for cranberry irrigation.

This report first presents the numerical model, and then provides validation data, based on a comparison of

computed salinities versus those collected by a sensor at the intake.

Then key salinity parameters, include salinity levels, location of the salt wedge toe, and daily periods of water

suitable for irrigation, with and without the Tunnel in place, are then extracted from model output and compared, in

order to quantify the effect of removal of the Tunnel.

2.0 HYDRODYNAMIC MODELLING

2.1 Hydrodynamic Circulation Model

A detailed technical description of H3D is attached in Appendix A. The following is a brief summary.

H3D is a three-dimensional time-stepping numerical model which computes the three components of velocity (u,v,w)

on a regular grid in three dimensions (x,y,z), as well as scalar fields such as salinity, temperature and contaminant

concentrations. The model uses the Arakawa C-grid (Arakawa and Lamb, 1977) in space, and uses a two level

semi-implicit scheme in the time domain.

H3D is an implementation of the numerical model developed by Backhaus (1983; 1985) which has had numerous

applications to the European continental shelf, (Duwe et al., 1983; Backhaus and Meir Reimer, 1983), Arctic waters

(Kampf and Backhaus, 1999; Backhaus and Kampf, 1999) and deep estuarine waters, (Stronach et al., 1993).

Locally, H3D has been used to model the temperature structure of Okanagan Lake (Stronach et al., 2002), the

transport of scalar contaminants in Okanagan Lake, (Wang and Stronach, 2005), sediment movement and scour /

deposition in the Fraser River (published document), circulation and wave propagation in Seymour and Capilano

dams, and salinity movement in the lower Fraser River. H3D forms the basis of the model developed by Saucier

and co-workers for the Gulf of St. Lawrence (Saucier et al., 2003), and has been applied to the Gulf of Mexico (Rego

et al., 2010).

2.2 Model Implementation

Study of the details of the hydrodynamics requires model nesting to better resolve small scale processes at and

near the location of interest. The model used for this study operates in a double-nested configuration, shown in

Figure 2.1.



Figure 2.1: Model Nesting of Strait of Georgia and Fraser River Grids

The investigation of the behaviour of the salt wedge is done with a nominally 50-m resolution curvilinear model that

spans the lower 41 km of the Fraser River, from Sand Heads to Port Mann Bridge. The model uses 50 m resolution

in the along-channel direction, and 20 m in the cross-channel direction. This 50-m resolution model is in turn

embedded within a nominally 1-km resolution model of the entire Strait of Georgia (SOG).

Both models simulate tidal, wind-driven and density-driven currents. Water level, velocity components and any

scalar quantities output from the coarse grid model are passed on along the boundaries of the fine grid model and

used to drive the finer-scale implementation of H3D. The fine-grid implementation provides the details of the effect

of small-scale spatial variability in shorelines, depths and structures such as the tunnel cover.

The 1-km SOG model, driven by wind and density as well as tidal conditions along its open boundaries bordering

the northern entrance to the Strait of Georgia and the western entrances to Juan de Fuca Strait includes a coarse

representation of the Fraser River, extending upstream to km 41, with separate channels for the North Arm, the

South Arm and Canoe Pass. At km 41, upstream of all salt wedge penetration, the model is dynamically coupled to

a one-dimensional model of the Fraser River, extending to Hope. Tidal conditions are specified along the open

boundaries of the 1-km SOG model.

The 50-m lower Fraser River model is driven at its upstream end by a flow boundary condition provided by the same

dynamically-coupled one-dimensional model of the Fraser River that was also used for the 1-km model. At the

downstream end, water levels and density profiles are obtained from the 1-km grid model, spatially interpolated

from those cells of the 1-km grid model that correspond to the boundaries of the lower Fraser model.

The year 2011 was chosen for the modelling study as this is the year when bathymetry data collected from a bank-

to-bank survey, from which the 50-m Fraser River model gird was constructed, is available; thus, the Fraser River

flow rate in 2011 was used to drive the upstream boundary of the river model. The flow rate at the upstream

boundary of the model is the combination of the flow rate at Hope and the estimated runoffs that report to the river

downstream of Hope and upstream of Port Mann Bridge. Figure 2.2 shows the river flow rate at Hope in the

year 2011. The model was run through the latter part of the fall season and beginning of winter season, from



November to January, when the flow rate at the Fraser River is low and the ability to withdraw freshwater from the

river for harvesting is critical.

Figure 2.2: Fraser River Flow Rate at Hope in 2011

2.3 Model Validation

The model is validated against water level recorded at New Westminster, and against salinity data collected by a

sensor installed at the intake near 8081 River Road, Delta. Data from a sensor that was mounted at 2 m depth from

a floating platform is used for the comparison. Figure 2.3 shows comparison of salinity between observed and

modelled values from November 3rd to 23rd. Also included in the figure are observed and modelled water levels for

the same time period. Black lines show modelled values and red lines show observed values. Since the conductivity

sensor cuts off at 5,500 S/cm, the model results were similarly cut-off to facilitate comparison.



Figure 2.3: Comparison of Observed and Modelled Water Level and Salinity in the Fraser River

The model generally performs well predicting the trend of salinity and its variability on a daily time scale. In fact, the

modelled salinities are frequently higher than observed, indicating that the model is conservative: it will under-

predict the availability of water suitable for irrigation. However, the water intake is situated in a shallow area where

complex processes controlling the movement of stratified flow might have contributed to the observed high variability

and, sometimes, unpredictability in salinity at the intake. For example, the model almost always predicts an elevation

of salinity during high tides when river flow is comparatively slower and water level in the river higher (for example,

on November 7th); however, the sensor at the intake did not always detect such a salinity signal.

This behaviour can be partly understood by considering Figure 2.4, showing the map of salinity at the 2-m depth,

on Nov 11 at 7 am, where the modelled result appears to deviate the most from the observed value. It can be seen

that there is a high degree of spatial variability in the salinity field (at 2 m depth) in the vicinity of the intake. Salinity

can vary from 3.5 ppt (4,500 S/cm) to more than 5.0 ppt (6,500 S/cm) near the intake in a matter of metres.

Further analysis of model output demonstrates that there are two mechanisms for saline water to intrude onto the

relatively shallow shelf on which the intake is located: either a selective withdrawal process, whereby saltier water

is drawn up onto the bench from the adjacent deeper water (on both ebb and flood), or a process whereby the toe

of the salt wedge rises to the surface upstream of the bench and then falls back partially onto the bench on the ebb

tide.



Figure 2.4: Snapshot of Salinity Contour at Intake Depth of 2m on November 11 at 7 am

Beside direct comparison of observed and modelled salinity, model validation can be considered from the

perspective of water availability, which describes the onset and offset of salinity intrusion at the water intake and

the time window within which river water can be safely withdrawn under the criterion salinity value of 0.35 ppt or

400 S/cm. Figure 2.5 below compares the observed and modelled number of available hours per running 24 hours.

The red line represents the observation and the black line represents the model results. The model, even though

more conservative in general, was able to predict the overall trend in availability. Only a short period of record is

presented, to facilitate visual comparison.



Figure 2.4: Comparison of Modelled and Observed Available Water Withdrawal Hours in

November

The model, even though more conservative in general, was able to predict the overall trend in availability. The

average number of hours available for water withdrawal in November is 14 hours per day based on observed salinity

data, and 10 hours per day for the modelled case.

3.0 IMPACT OF TUNNEL REMOVAL

The hydrodynamic model simulations were run for the cases with and without the Tunnel. Although the model

simulations presented in Section 2 did not always agree in detail with observations, the general characteristics are

well-reproduced, and it is assumed that the differences in river hydrodynamics, with and without the Tunnel, will be

captured by the model.

The effects of the absence of the Tunnel on the advancement of the salt wedge and on the salinity of the river water

at the intake were assessed by comparing time-series of the salinity values at the water intake, as well as by

comparing maps of salinity contours near the project location in the Fraser River. In this study, the focus is on the

salt wedge behaviour during high tide periods, when the salt wedge migrates the furthest upstream.

This study focuses on the period between November and January during which the river flow decreases to a point

where the salt wedge begins to exert effects on salinity in the water at the intake. The salt wedge remains mostly

downstream of the Tunnel until November when the flow rate in the Fraser River drops to below 2,000 m3/s. The

effects of the salt wedge become apparent during flood tide when the water level in the river is increasing and the

flow speed is decreasing. Figure 3.1 shows the model results in terms of a time-series of salinity in mid-November

at the intake. The black line represents the salinity at the intake for the case with Tunnel, and the green line



represents the case without the Tunnel, while the dotted blue line represents the salinity criterion for irrigation at

0.34 ppt(400 S/cm). Note the salinity difference between the two cases ranges between -0.1 ppt and 0.38 ppt,

and, for most of the time, the absolute difference is less than 0.15 ppt.

The model was run continuously from November to January. Model results over only several tidal cycles were

shown in the figures, however, to better illustrate visually the minute difference in the modelled salinity between the

cases with and without the tunnel during the time of interest.

Figure 3.1: Modelled Intake Level Salinity at the Water Intake – November

Importantly, the modelling shows that at the location of the water intake, there is small difference between the

salinity behaviour, in relative to the total salinity signal, with or without the Tunnel. The Root Mean Square (RMS)

for the salinity signal is 1.36 ppt(1,760 S/cm), while the RMS of the salinity difference between the two cases is

0.11 ppt(143 S/cm), representing approximate 8% of the total salinity signal. The difference in salinity is greatest

when salinities are high, and the water is unsuitable for irrigation.

Figure 3.2 shows, for the with-Tunnel case, a contour map of the salinity at the depth of the intake in the reach from

the Tunnel to the water intake on November 13, 10 am during a high tide. Also included in the figure is an inset

graph with the predicted (green line) and observed (black line) water levels at New Westminster; the blue and red

lines represent the record high (4.66 m above CD) and low (0.42 m below CD) water levels measured at the location.

Figure 3.3 shows the corresponding longitudinal sectional plot of salinity from Sand Heads (Km 0) to Annacis Island

(Km 28). Figure 3.3 illustrates the upstream advance of the saline water, and that, consistent with Figure 3.2, surface

salinities are around 2-3 ppt at the intake. Similarly, Figures 3.4 and 3.5 show the salinity contours for the without-

Tunnel case. Figure 3.6 illustrates the two sets of plan view contours overlaid on one another to better illustrate the

effect of the Tunnel removal on the salt wedge.



Figure 3.2: With Tunnel: Salinity Contour at Intake Level at High Tide, Nov 13, 2011 10:00 am

Figure 3.3: With Tunnel: Along-channel Salinity Contour at High Tide, Nov 13, 2011 10:00 am



Figure 3.4: Without Tunnel: Salinity Contour at Intake Level at High Tide, Nov 13, 2011 10:00 am

Figure 3.5: Without Tunnel: Along-channel Salinity Contour at High Tide, Nov 13, 2011 10:00 am



Figure 3.6: Overlaid Salinity Contours at Intake Level at High Tide, Nov 13, 2011 10:00 am

Figure 3.6 clearly indicates that the difference in the salt wedge behaviour between the two cases is generally small.

The salt wedge without the Tunnel advances slightly further than in the case when the Tunnel is in place. The

difference in salinity diminishes from downstream to upstream and there is only small difference in salinity at the

location of the water intake (as illustrated in Figure 3.1).

Figures 3.7 and Figures 3.8 show similar time-series graphs for salinity at the water intake, but in December and

January, respectively. Figure 3.9 and Figure 3.10 illustrate the overlaid salinity contour plots for December and

January, respectively.



Figure 3.7: Modelled Intake Level Salinity at the Water Intake – December



Figure 3.8: Time Series Modelled Salinity at the Water Intake – January

Figures 3.7 and 3.8 indicate that, similar to November, the difference in salinity is insignificant at the intake between

the cases with and without the Tunnel. The RMS of the salinity difference is 0.04 ppt (57 s/cm) for December,

while the corresponding RMS for the salinity signal is 2.27 ppt (2,930 s/cm), representing less than 2% of the total

signal.

For January, the RMS of the salinity difference is 0.20 ppt (259 S/cm), while the corresponding RMS for the salinity

signal is 1.70 ppt or 2,200 s/cm, representing approximately 12% of the total signal. The difference in salinity is

rather large compared to the total signal; however, the largest salinity difference occurs during high tides when

salinity reaches its peak, and the water is unsuitable for irrigation. Salinity, for the most part, remains very similar

between the two cases. The difference in peak salinity value and the time window within which the salinity value

exceeds the criterion salinity value is also insignificant.



Figure 3.9: Overlaid Salinity Contours at Intake Level High Tide, December 12, 2011 10:00 am



Figure 3.10: Overlaid Salinity Contours at Intake Level at High Tide, January 20, 2011 8:00 am

Figures 3.9 and 3.10 show that the extent of the salt wedge, as in November, behaves similarly between the cases

with and without the Tunnel as can be seen by the largely overlapping salinity contours; the model does indicate a

further advancement of the salt wedge when the Tunnel is removed as salinity contours can be found at locations

mostly less than 50 m upstream in the case without the Tunnel

The small difference in the behaviour of the salt wedge in the pre- and post-removal cases is not unexpected. In

the deepest part of the channel in which the salt wedge travels, the cross-channel ridge along the Tunnel alignment

bounded by upstream and downstream scour degradation gives the impression that the Tunnel is proud of the

surrounding river bottom to a similar height as that of the dynamic sand dunes formed in this part of the river.

Figure 3.11 is a graphical excerpt from a 1995 report by Hay & Company (Hayco, 1995), showing the along-channel

river bottom from the bathymetry survey in June of 1989 upstream of the tunnel (Massey Tunnel at km 18) and

downstream of the intake at 8081 River Road (Intake at km 24). The x-axis is chainage distance measured from

Sand Heads and y-axis is water depth. The natural variability of the river bottom in this area is a similar magnitude

of, if not bigger than, the bottom associated with the presence of the Tunnel.



Figure 3.11: Bathymetry of Fraser River at Tilbury Bend upstream of the Tunnel (km 18) and

downstream of the Intake (km 24) in June 1989

The river bottom along the Tunnel alignment, although not a migrating feature like dunes on the river bed, can be

seen as one of these bottom elements in the river and thus, if considered individually, plays a very minor role in

dictating the overall salt wedge behaviour.

4.0 CONCLUSIONS

The effects of the Tunnel removal on the hydrodynamics and salt wedge are summarized as follows:

 The proposed removal of the Tunnel will not affect the behaviour of the salt wedge.

 The effects of the Tunnel removal on the salt wedge diminishes in the upstream direction. While the salinity

at the Tunnel alignment, for the case without the Tunnel, is slightly higher than that with the Tunnel, the

time window during which the salinity in the water is higher than the criterion value is almost identical for

the two cases at the location of the water intake.

The Tunnel does not act like a dam, which would have impeded the motion of water and the salt wedge in the river.

The bathymetry footprint of the Tunnel is of no greater height and scale than the existing bathymetry features such

as bed waves along other parts of the river.
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APPENDIX A: H3D TECHNICAL DESCRIPTION

1.0 INTRODUCTION

H3D is an implementation of the numerical model developed by Backhaus (1983; 1985) which has had

numerous applications to the European continental shelf, (Duwe et al., 1983; Backhaus and Meir Reimer, 1983),

Arctic waters (Kampf and Backhaus, 1999; Backhaus and Kampf, 1999) and deep estuarine waters,

(Stronach et al., 1993). Locally, H3D has been used to model the temperature structure of Okanagan Lake

(Stronach et al., 2002), the transport of scalar contaminants in Okanagan Lake, (Wang and Stronach, 2005),

sediment movement and scour / deposition in the Fraser River, circulation and wave propagation in

Seymour and Capilano dams, and salinity movement in the lower Fraser River. H3D forms the basis of

the model developed by Saucier and co-workers for the Gulf of St. Lawrence (Saucier et al., 2003), and has

been applied to the Gulf of Mexico (Rego et al., 2010). H3D and its hydrocarbon transport and weathering

module have been used in three recent environmental assessment applications currently before the

appropriate regulatory agencies. H3D was used to simulate an existing and proposed reservoir for BC

Hydro's Site C Clean Energy Project. Temperature, ice cover, and sedimentation characteristics of the

proposed reservoir were predicted, supported by model validations in existing Dinosaur Reservoir. Two

reports are available at the provincial Environmental Assessment Office. H3D was used to do oil spill

modelling for the environmental and engineering assessments for the proposed Gateway project involving

oil shipment out of Kitimat. The modelling work forms part of the information package submitted to the

National Energy Board which is currently under review. Similarly, H3D was used to assess the fate of

accidental fuel spills arising from a proposed jet fuel terminal in the Fraser River. This modelling work is

part of the information package submitted to the provincial Environmental Assessment Office.

2.0 THEORETICAL BASIS

H3D is a three-dimensional time-stepping numerical model which computes the three components of

velocity (u,v,w) on a regular grid in three dimensions (x,y,z), as well as scalar fields such as temperature

and contaminant concentrations. The model uses the Arakawa C-grid (Arakawa and Lamb, 1977) in space,

and uses a two level semi-implicit scheme in the time domain. H3D bears many similarities to the

well-known Princeton Ocean Model (POM) (Blumberg and Mellor, 1987) in terms of the equations it solves,

but differs in how the time-domain aspects are implemented. H3D uses a semi-implicit scheme, allowing

relatively large time steps, and does not separately solve the internal and external models as POM does.

It also uses a considerably simpler turbulence scheme in the vertical. These considerations combined allow

H3D to execute complex problems relatively quickly.
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The equations to be solved are:

Mass Conservation:
(A1)
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At the end of each timestep equation, (A1) is used to diagnostically determine the vertical component of

velocity (w) once the two horizontal components of velocity (u and v) have been calculated by the model.
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Y-directed momentum:
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Water surface elevation determined from the vertically-integrated continuity equation:
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The effect of wind forcing introduced by means of the surface wind-stress boundary condition:
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The effect of bottom friction introduced by the bottom boundary condition:
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The bottom friction coefficient is usually understood to apply to currents at an elevation of one metre

above the bottom. The bottom-most vector in H3D will, in general, be at a different elevation, i.e., at the

midpoint of the lowest computational cell. H3D uses the ‘law of the wall’ to estimate the flow velocity at

one metre above the bottom from the modelled near-bottom velocity.

The evolution of scalars, such as salinity, temperature, or suspended sediment, is given by the scalar

transport/diffusion equation:
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In the above equations:

u(x,y,z,t): component of velocity in the x direction;

v(x,y,z,t): component of velocity in the y direction;

w(x,y,z,t): component of velocity in the z direction;

S(x,y,z,t): scalar concentration;

Q(x,y,z,t): source term for each scalar species

f: Coriolis parameter, determined by the earth’s rotation and the local latitude;

AH  yvxvyuxu  /,/,/,/ : horizontal eddy viscosity;

AV  zzvzu water  /,/,/  : vertical eddy viscosity;

NH: horizontal eddy diffusivity;

NV  zzvzu water  /,/,/  : vertical eddy diffusivity;

CD,air: drag coefficient at the air-water interface;

CD,bottom: drag coefficient at the water/sea bottom interface;

a: density of air;

w(x,y,z,t) : density of water;

o : reference density of water;

(x,y,t): water surface elevation;

H(x,y) : local depth of water.

The above equations are formally integrated over the small volumes defined by the computational grid, and

a set of algebraic equations results, for which an appropriate time-stepping methodology must be found.

Backhaus (1983, 1985) presents such a procedure, referred to as a semi-implicit method. The spatially-

discretized version of the continuity equation is written as:
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


 (A8)

where superscript (0) and (1) refer to the present and the advanced time, δx and δy are spatial differencing

operators, and U and V are vertically integrated velocities.  The factor α represents an implicit weighting, 

which must be greater than 0.5 for numerical stability. U(0) and V(0) are known at the start of each

computational cycle. U(1), and similarly V(1), can be expressed as:

)0()0()1()0()1( )1( tXtgtgUU xx   (A9)

where X(0) symbolically represents all other terms in the equation of motion for the u- or v-component,

which are evaluated at time level (0): Coriolis force, internal pressure gradients, non-linear terms, and top

and bottom stresses,). When these expressions are substituted into the continuity equation (A4), after

some further manipulations, there results an elliptic equation for δi,k, the change in water level over one

timestep at grid cell i,k (respectively the y and x directions):
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kikikikikiki Zcscncwce ,,1,11,1,, )(    (A10)

where ce, cw, cn, and cs are coefficients depending on local depths and the weighting factor (α), and Zi,k

represents the sum of the divergence formed from velocities at time level (0) plus a weighted sum of

adjacent water levels at time level (0).

Once equation (A10) is solved for ki , , the water level can be updated:

௜,௞ߟ
(ଵ)

= ௜,௞ߟ
(଴)

+ ௜,௞ߜ (A11)

and equation (A9) can be completed.

At the end of each timestep, volume conservation is used to diagnostically compute the vertical velocity

w(j,i,k) from the two horizontal components u and v.

2.1 Vertical Grid Geometry

In the vertical, the levels near the surface are typically closely spaced to assist with resolving near-surface

dynamics. In addition, the model is capable of dealing with relatively large excursions in overall water level

as the water level rises and falls in response to varying inflows and outflows, by allowing the number of

near-surface layers to change as the water level varies. That is, as water levels rise in a particular cell,

successive layers above the original layer are turned on and become part of the computational mesh.

Similarly, as water levels fall, layers are turned off. This procedure has proven to be quite robust, and

allows for any reasonable vertical resolution in near-surface waters. When modelling thin river plumes in

areas of large tidal range, the variable number of layers approach allows for much better control over

vertical resolution than does the σ-coordinate method. 

In addition to tides, the model is able to capture the important response, in terms of enhanced currents and

vertical mixing, to wind-driven events. This is achieved by applying wind stress to each surface grid point

on each time step. Vertical mixing in the model then re-distributes this horizontal momentum throughout

the water column. Similarly, heat flux through the water surface is re-distributed by turbulence and

currents in temperature simulations.

2.2 Turbulence Closure

Turbulence modelling is important in determining the correct distribution of velocity and scalars in the

model. The diffusion coefficients for momentum (AH and AV) and scalars (NH and NV) at each computational

cell are dependent on the level of turbulence at that point. H3D uses a shear-dependent turbulence

formulation in the horizontal, (Smagorinsky, 1963). The basic form is:

ுܣ = ටቀݕ݀�ݔு௢�݀ܣ
ௗ௨
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(A12)

The parameter AH0 is a dimensionless tuning variable, and experience has shown it to lie in the range of

0.25 to 0.45 for most water bodies such as rivers, lakes and estuaries.
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A shear and stratification dependent formulation, the Level 2 model of Mellor and Yamada (1982), is used

for the vertical eddy diffusivity. The basic theory for the vertical viscosity formulation is taken from an

early paper, Mellor and Durbin (1975). The evaluation of length scale is based on a methodology presented

in Mellor and Yamada (1982).

For scalars, both horizontal and vertical eddy diffusivity are taken to be similar to their eddy viscosity

counterparts, but scaled by a fixed ratio from the eddy viscosity values. Different ratios are used for the

horizontal and vertical diffusivities. If data is available for calibration, these ratios can be adjusted based

on comparisons between modelled and observed data. Otherwise, standard values based on experience

with similar previously modelled water bodies are used. In a recent reservoir simulation, the ratio of

vertical eddy diffusivity to vertical eddy viscosity was 0.75 and the ratio between horizontal eddy

diffusivity and horizontal eddy viscosity was 1.0.

2.3 Scalar Transport

The scalar transport equation implements a form of the flux-corrected algorithm (Zalesak, 1979), in which

all fluxes through the sides of each computational cell are first calculated using a second-order method.

Although generally more accurate than a first order method, second order flux calculations can sometimes

lead to unwanted high frequency oscillations in the numerical solution. To determine if such a situation is

developing, the model examines each cell to see if the computed second order flux would cause a local

minimum or maximum to develop. If so, then all fluxes into or out of that cell are replaced by first order

fluxes, and the calculation is completed. As noted, the method is not a strict implementation of the Zalesak

method, but is much faster and achieves very good performance with respect to propagation of a Gaussian

distribution through a computational mesh. It does not propagate box-car distributions as well as the full

Zalesak method, but achieves realistic simulations of the advection of scalars in lakes, rivers and estuaries,

which is the goal of the model. This scheme as implemented is thus a good tradeoff between precision and

execution time, important since in many situations, where more than one scalar is involved, the transport-

diffusion algorithm can take up more than half the execution time.

2.4 Heat Flux at the Air-Water Interface

The contribution of heat flux to the evolution of the water temperature field can be schematized as:

݀ܶ

ݐ݀
=

∆ܳ

∗ߩ ௣ܿ ∗ ℎ

where ∆ܳ is the net heat flux per unit area retained in a particular layer, ρ is the density of water, cp is the

heat capacity of water and h is the layer thickness.

Heat flux at the air-water interface incorporates the following terms:

Qin: incident short wave radiation. Generally, this is not known from direct observations. Generally, it is

estimated from the cloud cover and opacity observations at nearby stations, a theoretical calculation of

radiation at the top of the atmosphere based on the geometry of the earth/sun system, and an empirical

adjustment based on radiation measurements at Vancouver Airport and UBC respectively for the period 1974-

1977. This procedure has worked well for many water bodies, notably Okanagan Lake and the waters of



EBA FILE: PV132 | SEPTEMBER 2013 | ISSUED FOR USE | CONFIDENTIAL | APPENDIX A

APPENDIX A: Page 6

the north coast of British Columbia, in terms of allowing H3D to reproduce the observed temperature

distributions in space and time. Values for albedo as a function of solar height are taken from Kondratyev

(1972).

Qback: net long wave radiation, calculated according to Gill (1982), involving the usual fourth power

dependence on temperature, a factor of 0.985 to allow for the non-black body behaviour of the ocean,

a factor depending on vapor pressure to allow for losses due to back radiation from moisture in the air,

and a factor representing backscatter from clouds.

QL and QH: latent and sensible heat flux. Latent heat flux (QL) is the heat carried away by the process of

evaporation of water. Sensible heat flux (QS) is driven by the air-water temperature difference and is

similar to conduction, but assisted by turbulence in the air. Latent and sensible heat flux is described by:

ܳ௅ = 1.32݁ିଷ ∗ ∗ܮ ݊݅ݓ ݁݁݌ݏ݀ ݀ ∗ −௢௕௦ݍ) (௦௔௧ݍ ∗ ݈ܽ ݐ݁ ݂ܽ_ݐ݊ ݎ݋ݐܿ

ܳௌ = 1.46݁ିଷ ∗ ௔௜௥ߩ ∗ �ܿ௣ ∗ ݊݅ݓ ݁݁݌ݏ݀ ݀ ∗ ( ௔ܶ௜௥− ௪ܶ ௔௧௘௥) ∗ ݏ݁ ݏ݅݊ ܾ݈ _݂݁ܽ ݎ݋ݐܿ

Where qobs and qsat are the observed and saturated specific humidities, Tair and Twater are the air and water

temperatures, L is the latent heat of evaporation of water, and cp is the heat capacity of water. 'latent_factor’

and ‘sensible_factor’ are scaling factors introduced to account for local factors, and can be adjusted, when

needed, to achieve better calibration of the model. Typically, the only adjustment is that Sensible_factor is

doubled when the air temperature is less than the water or ice surface temperature to account for

increased turbulence in an unstable air column.

Light absorption in the water column. As light passes through the water column it is absorbed and the

absorbed energy is a component of the energy balance that drives water temperature. H3D assumes that

light attenuation follows an exponential decay law:

(ݖ)ܧ = (଴ݖ)ܧ ∗ ݁ି௞∗(௭ି ௭బ)

The model computes the energy at the top and bottom of each layer and the difference is applied to the

general heat equation in that layer. The extinction coefficient (k) is related to the Secci depth (Ds) by

݇=
2.1

௦ܦ

Temperature is treated like any other scalar as far as advection and diffusion are concerned. Heat flux at

the water-sediment interface is not currently included in H3D.

2.5 Ice

The ice model is generally based on processes described in Patterson and Hamblin (1988). The ice cover

is characterized by a thickness, a fraction of the cell covered, and an ice surface temperature.

The temperature of the bottom of the ice is assumed to be the temperature of melting, usually 0º C.

The strategy is to compute the differences in heat flux at the top and bottom of the ice layer and use this

difference to determine the growth or decay rate and the change in temperature of the ice. The heat flux at
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the bottom of the ice layer is dependent on lake temperature and water velocity. The heat flux at the top is

dependent on meteorological processes and the surface temperature of the ice. The surface heat flux to the

top of the ice sheet is calculated in a similar way as for open water, except that latent heat flux term (QL)

also includes the heat of fusion. Albedo is also altered to account for ice/snow cover.

In order to start ice formation, once the surface water temperature drops below 3º C in a particular cell,

a test ice layer of thickness 1 cm is initialized. If the test thickness melts in one time step, then the system

cannot support ice cover in that cell at that time. If it survives, then the amount of ice in that cell is

converted to a 1 cm thick region with coverage calculated from the mass of ice formed. In this way,

a relatively robust start is made to ice formation.

The frictional interaction between the bottom of the ice and the immediately adjacent water is

parameterized according to Nezhikhovskiy (1964).

2.6 Validation

Three validations of H3D's water level and temperature prediction skill are discussed below.

2.6.1 Strait of Georgia/Point Atkinson Tide: Wave Propagation

A fundamental concern with a circulation model such as H3D is how well it propagates waves, the carriers

of information through the system. Figure A-1 presents results of a simulation of tides in the Strait of

Georgia and Juan de Fuca Strait, with tidal elevations prescribed at the entrance to Juan de Fuca Strait and

at a section north of Texada Island in the Strait of Georgia. The complex dynamics of the northern passes,

such as Discovery Passage and Seymour Narrows, are thus avoided, allowing a test of H3D’s wave

propagation capabilities. The figure plots the modelled water level at Point Atkinson in red, and the

observed water level in black. There is nearly perfect agreement, with the slight difference resulting

from small storm surge events. This validation demonstrates that the selection of grid schematization

(Arakawa C-grid) and the semi-implicit time-stepping approach have produced a system than can

accurately propagate information through a water body.

2.6.2 Okanagan Lake Temperature Profiles

Obtaining good reproduction of the seasonally–evolving temperate structure of a lake indicates that the

heat flux across the air-water interface is accurately parameterized and that the transport-diffusive

processes operating in the water column are also accurately reproduced by the model. Figure A-2 presents

a comparison of observed and computed temperature profiles at the northern end of Okanagan Lake

near Vernon, in April, August, October and December of 1997. The agreement is very good as the model

reproduced the transition from a well-mixed condition in the spring to the development of a strong

thermocline in the summer, the deepening of the upper layer during the fall cooling period, and a return

to isothermal conditions in winter. There is little doubt that H3D can compute accurate temperature

distributions in water bodies, as long as adequate meteorological data is available. For this simulation,

the meteorological data was obtained from Penticton Airport: winds, rotated to follow the thalweg of

the valley; cloud cover, air temperature and relative humidity.
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2.6.3 Thermistor Response: Okanagan Lake

Okanagan Lake is subject to significant fluctuations in the vertical thermal structure during the

summer stratified period. Figure A-3 shows a temperature time-series at a site on the north side of the

William R. Bennett Bridge which exhibits significant temperature excursions at periods of about 60 hours,

or 2.5 days. Figure A-4 shows the modelled time series of temperature at three selected depths, 51 m, 21 m

and 9 m. The occurrence and magnitude of the temperature fluctuations is generally predicted by the model,

but the reproduction is not perfect: the occurrence and timing of the temperature events is quite good,

but the modelled peaks appear to be generally somewhat broader in time. It was found that there were

considerable differences in the simulated behaviour depending on whether winds at Kelowna Airport,

which is situated in a side-valley, were included in the model or not. It is also clear that H3D can generally

reproduce internal seiches in a lake, as long as adequate spatial resolution is used. This is particularly

apparent when the coherent internal waves that propagate up and down the lake are examined in a

longitudinal section, illustrated in two snapshots from a model simulation of such an event in Figure A-5.
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accuracy or the reliability of such information even where 
inaccurate or unreliable information impacts any 
recommendations, design or other deliverables and causes the 
Client or an Authorized Party loss or damage. 
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7.0 GENERAL LIMITATIONS OF REPORT 

This Report is based solely on the conditions present and the data 
available to Tetra Tech EBA at the time the Report was prepared. 

The Client, and any Authorized Party, acknowledges that the 
Report is based on limited data and that the conclusions, opinions, 
and recommendations contained in the Report are the result of the 
application of professional judgment to such limited data.  

The Report is not applicable to any other sites, nor should it be 
relied upon for types of development other than those to which it 
refers. Any variation from the site conditions present at or the 
development proposed as of the date of the Report requires a 
supplementary investigation and assessment. 

It is incumbent upon the Client and any Authorized Party, to be 
knowledgeable of the level of risk that has been incorporated into 
the project design, in consideration of the level of the 
hydrotechnical information that was reasonably acquired to 
facilitate completion of the design. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The Client acknowledges that Tetra Tech EBA is neither qualified 
to, nor is it making, any recommendations with respect to the 
purchase, sale, investment or development of the property, the 
decisions on which are the sole responsibility of the Client. 

8.0 JOB SITE SAFETY 

Tetra Tech EBA is only responsible for the activities of its 
employees on the job site and was not and will not be responsible 
for the supervision of any other persons whatsoever. The presence 
of Tetra Tech EBA personnel on site shall not be construed in any 
way to relieve the Client or any other persons on site from their 
responsibility for job site safety. 


